Sociology 254: Research Methods

practice exam

To prepare you for the in-class exam on Wednesday, February 7, here is a practice test assembled mostly from past test questions I used at a different university.  You should also review the concepts and answer the questions that I have written on the blackboard since class began.  What you see here does not correspond to the Wednesday’s exam’s length (which will be shorter), its format (which will rely much less on multiple choice questions), nor all the topics and analyses I expect you to know (again, review the concepts and questions from each class).  Nevertheless, it should give you a good sense of what I expect you to know.

BEFORE YOU PRINT THIS OUT, you might want to open the website URL needed to answer questions 22-24.

1. An example of a nominal variable is

A. class: upper, upper-middle, middle, lower-middle, lower.

B. years of schooling: zero to 20+.

C. Belief in traditional male-breadwinner families:  "Having a job takes away from a mother's interaction with her family -- yes, no, don't know." 

D. power: who benefits, who governs, who wins, who shines.

2. A correlation is said to exist when

A. the independent variable causes the dependent variable.

B. change in one variable is associated with change in another variable.

C. the relationship between variables cannot be generalized beyond the empirical data.

D. the independent variable precedes the dependent variable in time.

3. A sociologist formulates the following hypothesis:  "In government workplaces, gender-skewed offices (that is, offices with more male than female employees) cause hiring discrimination against women."  In this hypothesis, the independent variable is:

A. government workplaces.

B. gender-skewed offices.

C. causality.

D. hiring discrimination.

4. An inductive stage in the research cycle is:

A. defining concepts in order to observe them with empirical data.

B. selecting indicators for our concepts.

C. selecting a sample of research subjects.

D. building theory by generalizing our findings.

5. A sociologist decides to study the concept of religiousness in a small southern town by measuring the number of times a sample of research subjects attend the one church in town.  After publishing his findings in an article, the sociologist receives criticisms that he in fact observed social communion -- that is, the townspeople coming together to celebrate their solidarity -- and not religiousness per se.  These criticisms suggest that the concept of religiousness, as it has been defined, has a problem with

A. its indicators.

B. sensitivity.

C. validity.

D. reliability.

6. All but one of the four responses are true:  To test for the reliability of our observations, we can

A. construct more than one indicator for each concept to see if the concept is equally present/strong.

B. increase the number of observations we make.

C. reduce the level of subjective interpretation in our rules of observation.

D. let other researchers define the rules of observation.

7. A sociologist studies teen suicide in upper middle class households.  She hypothesizes that the number of working parents is positively related to probability of teen suicide.  She suspects that amount of parental supervision may be an intervening variable.  To test for an intervening relationship, she should control which variable?

A. class

B. number of working parents

C. amount of parental supervision

D. probability of teen suicide

Answer questions 8-9 based on the following example.

A social psychologist studies a sample of people who have undergone “extreme religious conversions” -- that is, people who adopt entirely different religions (and not just different denominations within the same religion).  In a pattern too consistent to occur by chance alone, he finds that his research subjects usually experience tramatic events (accidents, death of loved ones, rapid drop in class, etc.) before their religious conversions.

8. The relationship between tramatic events and religious conversion is:

A. spurious

B. positive

C. negative

D. causal

9. What conditions of causality, if any, must be shown before he can conclude that tramatic events cause extreme religious conversions?

A. None -- the data prove that the independent variable causes the dependent variable (at least in this sample).

B. A positive correlation between both variables.

C. The precedence in time of the independent variable before the dependent variable.

D. No other independent variables that cause the dependent variable.

10. Paradigms make objectivity in research difficult to ensure because they lead researchers to: 

A. Tamper with the data gathered so their previously held theories are consistently confirmed.

B. Insist that facts can be gathered and analyzed without any theoretical interpretations.

C. Observe certain kinds of evidence and ignore other kinds of data.

D. Be explicit about the values informing their research.

Answer questions 11-13 based on the following article.

April 3, 1997

Survey of Scientists Finds Stability of Faith in God

Scientists have been accused of playing God when they clone sheep, and of naysaying God when they insist that evolution be taught in school, but as a new study indicates, many scientists believe in God by the most mainstream, uppercase definition of the concept.  Repeating verbatim a famous survey first conducted in 1916, Edward Larson of the University of Georgia has found that the depth of religious faith among scientists has not budged regardless of whatever scientific and technical advances this century has wrought.

Then as now, about 40 percent of the responding biologists, physicists and mathematicians said they believed in a God who, by the survey's strict definition, actively communicates with humankind and to whom one may pray "in expectation of receiving an answer."  Roughly 15 percent in both surveys claimed to be agnostic or to have "no definite belief" regarding the question, while about 42 percent in 1916 and about 45 percent today said they did not believe in a God as specified in the questionnaire, although whether they believed in some other definition of a deity or an all-mighty was not addressed.

11. The article says there are 3 possible responses which the scientists could answer for the question, "Do you believe in a God who actively communicates with humankind and to whom one may pray in expectation of receiving an answer."  These responses correspond to:

A. Nominal variables

B. Ordinal variables

C. Interval variables

D. Ratio variables

12. Given your answer to the previous question, it is most likely Larson created the 3rd response because it:

A. Cannot be reduced to a number or numerical scale.

B. Demonstrates face validity.

C. Satisfies the requirement for mutual exclusive categories.

D. Satisfies the requirement for exhaustive categories.

13. Larson's research suggests that among the population of scientists, the relationship between scientific/technical advances and religiousness is:

A. Positive

B. Negative

C. Independent

D. Spurious

14. Using deductive methods, researchers:

A. Generalize their findings to the appropriate level of theory.

B. Develop a hypothesis about a particular aspect of social behavior and then turn to empirical data to test the hypothesis.

C. Build knowledge from empirical evidence.

D. Let empirical data suggest the concepts and hypotheses that best describes the phenomena being researched.

15. Choose the best operational definition for the concept of poverty.

A. The belief that one possesses insufficient resources to secure a decent livelihood for one's self and one's dependents.

B. Having a household income that falls below the poverty line ($15,000) for household incomes established by the US government.

C. Having insufficient household income to procure food, clothing, and shelter for one's self and one's dependents.

D. Accumulating money derived from labor, investments, and other sources of profits.

16. In a study on the quality of life in urban neighborhoods, the concept of economic growth is operationalized as "the annual rate of increase in the number of businesses in a city every ten years."  Based on this operational definition, the best indicator for population growth is:

A. Enrollment data for city schools

B. Annual data on city population

C. Survey question: "Do you believe businesses in your city in the last year have generally fared: (1) extremely well (2) well (3) fairly (4) poorly?"

D. City records of business licenses issued annually

17. In a study on the academic performance of students in religious high schools, the dependent variable will be indicated by students' scores on the Scholastic Aptitude Test (SAT).  The measurements from this indicator correspond to:

A. Interval variables

B. Nominal variables

C. Ordinal variables

D. Ratio variables

18. The difference between a hypothesis and a theory is:

A. The truth of a theory is "law-like" or unconditionally true for all empirical contexts.

B. Theory is an example of a deductive method.

C. A hypothesis is not free of human interpretation, and its objectivity is thus endangered.

D. The truth of a hypothesis has not yet been empirically tested.

19. The difference between ordinal and interval scales of measurement is that with ordinal scales, one can:

A. Categorize variables but not rank them.

B. Measure differences in degree, not kind.

C. Rank variables but not specify the distance between ranks.

D. Specify the distance between ranks of variables but not determine the absolute zero point on which those ranks can be based.

20. All of the following would be based on individual units of analysis except: 

A. A study of the effects of welfare-based cash transfers on work incentive.

B. A study of how community policing affects the operation of gangs.

C. A study of how high school grades affect college aptitude test scores.

D. A study of sex differences in obesity in children.

21. A researcher gathers census data on employment in occupational sectors from the last 6 decades and observes that the proportion of the labor force employed in tourism has grown in rural California counties and decreased in metropolitan California counties.  Based on this data, this researcher can safely conclude that:

A. Tourism employment has grown in rural California counties and decreased in metropolitan California counties.

B. Rural California counties are taking all the tourism jobs away from metropolitan California counties.

C. Visitors prefer California's countryside to its cities.

D. All of the above.

For questions 22-24, refer to Table 2, pg. 1156, of Xueguang Zhou’s “Economic Transformation and Income Inequality in Urban China: Evidence from Panel Data” in American Journal of Sociology, Vol. 105, No. 4, Jan., 2000.  This can be found on the web at: http://www.jstor.org/cgi-bin/jstor/viewitem/00029602/di008400/00p0049x/21?config=jstor&frame=frame&userID=8fe51903@vassar.edu/018dd5531e005060cc5d&dpi=3.  You may also want to look at the section entitled “Variables,” which starts on pg. 1148.

22. Calculate the estimated income (1) in 1993 (2) for a female (3) aged 40 (4) with a college education (5) who works as a low-rank cadre (6) in a government agency?  
[Ignore the “Age2/100” determinant for this question.]

23. Calculate the estimated income (1) in 1987 (2) for a male (3) aged 30 (4) with a junior high education (5) who works as a service worker (6) in a public organization?  
[Ignore the “Age2/100” determinant for this question.]

24. From the previous question, in what variable do we have the least confidence that the coefficient’s value appears by chance just because of the sample drawn? 

A. age.

B. junior high (education).

C. service worker (occupation).

D. public organization (workplace).

POSSIBLE SHORT ANSWER QUESTIONS:

Describe the relationship between an intervening variable, a direct relationship, and an indirect relationship.

Using the example of stealing, describe the difference between a concept, a variable, and an indicator.

Define a spurious relationship.

Describe the three empirical conditions required to demonstrate causality.

Describe the two methods for holding a variable constant.  Briefly explain which method is preferable.  
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